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snag  (noun)
 \ ˈsnag  \

Definition of snag 
    a concealed or unexpected difficulty or obstacle



January 2026verkouter@jive.euODISSEE All-Hands/Genève

The 100m radio telescope in Effelsberg, Germany
The 100m radio telescope in Greenbank, USA
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measure is constant
= no information



•add telescopes

•correlation impact:
• all combinations
• nbaselines ~ ntelescopes2
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nant = 3
tint = 5 min

nant = 15
tint = 8 hr
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approx. 2500 x more data!
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Arcminute Microkelvin Imager - LA (AMI), University of Cambridge (~2005)

Sjarjah Radio Telescope, SAAST/UAE, 2020

Arcminute Microkelvin Imager - SA (AMI), University of Cambridge (~2005)

Millimetre Molecule Array (MMA), Caltech, until 2005
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Westerbork Synthesis Radio Telescope 
(WSRT) ASTRON, 1970's

MeerKAT, SARAO, 2018 Australia Telescope Compact Array (ATCA),

ATNF/CSIRO, 1988

Northern Extended Millimeter Array (NOEMA), 
MPIfR/IRAM, 2018
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Atacama Large Millimetre Array (ALMA), ESO, 2013 Very Large Array (VLA), NRAO, 1980 SKA-LOW, SKAO, ~2030?

Giant Metre-wave Radio Telescope (GMRT), NCRA, ~2001
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Low Frequency Array (LOFAR) - NL, ASTRON, 2010 enhanced-MERLIN,

University of Manchester, 1980's)

SKA-MID, SKAO, ~2031
Korean VLBI Network (KVN), KASI, 2010
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Low Frequency Array (LOFAR) - ILT, ASTRON, 2012+

Very Long Baseline Array (VLBA), NRAO, 1998

Long Baseline Array (LBA), CSIRO/ATNF, 1994
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The European VLBI Network (EVN), (many), (1998+) Event Horizon Telescope Collaboration (EHTC), (many), 2017
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RADIOBLOCKS partners

First time that companies participate in these type of projects. Required by the EU
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• Building blocks suitable for multiple facilities 

• Joint effort to solve common problems 

• Enabling new scientific discoveries in mid- and long-term 
• Increased sensitivity 
• Increased bandwidth 
• Increased Field-of-View 

• Keeping EU at the front in radio technology developments

RADIOBLOCKS goals
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• Building blocks suitable for multiple facilities 

• Joint effort to solve common problems 

• Enabling new scientific discoveries in mid- and long-term 
• Increased sensitivity 
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• Keeping EU at the front in radio technology developments

RADIOBLOCKS goals

Address the whole signal chain: 

 from analog to post-processing
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Project management

Novel detectors and 
components

Digital receivers

Data transport and correlation

Data processing
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➞ better transmission
➞ lower noise figure Novel detectors and 

components



NOEMAALMA

Cryo-cooled receiver (4K)

lens(es) separating cooling zones
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low-noise amplifiers + horn
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Oscillator

Mixer: downconvert sky signal to manageable A-to-D bw



NOEMAALMA

Improved SiS mixer(s)

➞ delivers wider bandwidth
➞ no impact on noise figure
➞ uses less DC power
  (less cooling required)

Ys

Novel detectors and 
components

Ultra-wideband waveguide
to slotline transition
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Cryo-cooled receiver (4K)

lens(es) separating cooling zones

SiS mixer for downconversion

low-noise amplifiers + horn

Ys



NOEMAALMA

Corrugated horn

LNA (prototype)

Integrated LNA + Subharmonic Image
Rejection Mixers (CAD model)

Ys

LNA up to 150 GHz

Novel detectors and 
components

➞ more compact components
  (better OMT/mixer/LNA integration)
➞ wider bandwidth LNAs
➞ enabling higher operating
  frequencies
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Shannon/Nyquist theorem
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Digital Base Band Converter (v4) schematic

Digital receivers
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EVN

ADCore4 - the FPGA heart of the system

100G CoMo:
analog signal
conditioning
for best A/D

Digital receivers
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Beamforming: Apply phase delays to align signals from different receivers

δtₖ = geometric delay for receiver k in the desired steering direction
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Multi-beam forming: Each column of the delay matrix steers to a different direction
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Digital receivers

➞ explore PAF layouts
➞ optimise PAF performance
➞ target ≥ 3 GHz (current < 2 GHz)
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RADIOBLOCKS impact

Focal Plane Arrays require: 

• Compactness          Better integration OMTs, mixers, LNAs 
• Easier and faster manufacturing 
• DC power (less dissipation         Lower load for cryogenic cooler) 
• uW power (higher LO power needed to feed all pixels) 

Larger bandwidth & Arrays 
• Generate larger volumes of data 

Digitization starting closer to frontend 
• Phased Array Feeds. 
• Data filtering & no frequency dependent power loss for downconverted signals
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relator that receives and processes 1196 Gb/s of Ethernet packets, a 6–20-fold improvement
over previous-generation GPU correlators. This result shows that in general I/O is no longer the
GPU’s Achilles heel.

We explain the techniques and optimizations that are necessary to achieve this data rate.
We analyze the network, CPU, and GPU performance, show how to reduce the energy use, and
discuss the strengths and weaknesses of the DPDK approach.

Although this study is driven by the challenges from radio astronomy, the results apply to
(GPU) applications fromany domain that demands high data rates, especially in situationswhere
the use of RDMA is not possible.

This chapter is structured as follows. In Section 2.2, we provide some background infor-
mation on radio telescopes, GPU correlators, and DPDK. Section 2.3 describes several DPDK-
based implementations of a GPU correlator, for which we analyze the performance and energy
e�ciency in Section 2.4. Section 2.5 discusses advantages and disadvantages of the DPDK ap-
proach, and Section 2.6 concludes.

2.2 Background

filter, packetizer

FPGA

FPGA

FPGA

ADC

ADC

ADC

correlator

CPU

NIC GPU

CPU

GPUNIC

CPU

GPUNIC

400 GbE switch

corner turn

Figure 2: Data �ow from antennas to GPU correlator systems.

As a quick recap, in this section, we brie�y describe how data �ows in a radio telescope sys-
tem, up to the point that telescope data has been combined by the correlator. Figure 2 depicts
this data �ow between the antennas and the correlator. On the left, antenna signals are dig-
itized by Analog-to-Digital Converters (ADCs), controlled by FPGAs. The FPGAs also �lter and
packetize the data. The �lter separates the signals into disjoint frequency bands, that can each
be processed independently by the di�erent GPU correlator machines on the right.

As each digitizer FPGAholds the signals fromall frequency bands of one antenna, while aGPU
correlator node needs one frequency band of all antennas, the data transport from the FPGAs to
the GPU systems forms a left-to-right any-to-any pattern, which is known as the “corner turn”. In
other words: each FPGA sends packets to all GPU correlator systems, and each GPU correlator
system receives packets from all FPGAs. The corner turn is performed on the network switch in
the middle of the �gure, which is physically close to the GPU correlator systems.

Depending on the telescope, the FPGAs digitizers and theGPU correlator systemsmay be any
distance between a few meters and thousands of kilometers apart (the distance between the

This project has received funding from the European Union’s Horizon Europe research and innovation programme under
grant agreement No 101093934



GPU Tensor Cores!
• hardware matrix-multiplication units

- limited precision input data
- ~10x faster than regular GPU cores

• accelerate training and inference

• only in recent GPUs



perform a [16 x 16] * [16 x 16] in one go



perform a [16 x 16] * [16 x 16] in one go

Signal Matrix
(receivers × time samples)

R₀

R₁

R₂

R₃

t₀ t₁ t₂ t₃ t₄

s₀₀ s₀₁ s₀₂ s₀₃ s₀₄

s₁₀ s₁₁ s₁₂ s₁₃ s₁₄

s₂₀ s₂₁ s₂₂ s₂₃ s₂₄

s₃₀ s₃₁ s₃₂ s₃₃ s₃₄

×

Delay Matrix
(time samples × beams)
B₀ B₁ B₂

t₀

t₁

t₂

t₃

t₄

e^(iφ₀₀) e^(iφ₀₁) e^(iφ₀₂)

e^(iφ₁₀) e^(iφ₁₁) e^(iφ₁₂)

e^(iφ₂₀) e^(iφ₂₁) e^(iφ₂₂)

e^(iφ₃₀) e^(iφ₃₁) e^(iφ₃₂)

e^(iφ₄₀) e^(iφ₄₁) e^(iφ₄₂)

=

Beam Matrix
(receivers × beams)

B₀ B₁ B₂

R₀

R₁

R₂

R₃

b₀₀ b₀₁ b₀₂

b₁₀ b₁₁ b₁₂

b₂₀ b₂₁ b₂₂

b₃₀ b₃₁ b₃₂

[4 × 5] [5 × 3] [4 × 3]

Multi-beam forming: Each column of the delay matrix steers to a different direction

bᵢⱼ = Σₖ sᵢₖ · e^(iφₖⱼ) — beam j output for receiver i



regular GPU cores

Tensor 
cores



Data transport and correlation



Tensor Core Correlator



Tensor Core Correlator
- combines receiver data
- computational and I/O challenge
- real-time
- for some instruments required

- others benefit from increased speed/efficiency



Tensor Core Correlator

C ← A * AH



Tensor Core Correlator

C ← A * AH

Data transport and correlation
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This project has received funding from the European Union’s Horizon Europe research and innovation programme under
grant agreement No 101093934
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6 FPGA Firmware
In this chapter, we present the design and implementation of the �rmware used for the proto-
type demonstrator, further elaborated in Section 7. This section focuses on handling high-speed
data �ow, implementing the 200GbE and 400GbE protocols, and incorporating half-band �lters.

Section 6.1 provides detailed information about the architecture of the F-Tile Ethernet Intel®
FPGAHard IP. Section 6.2 explains the necessity of half-band �lters in the �rmware anddescribes
the models used.

6.1 F-Tile Ethernet Intel® FPGA Hard IP
The 200G or 400G over Ethernet links are implemented using the F-Tile Ethernet Intel® FPGA
Hard IP. Figure 17 displays the F-Tile Ethernet Intel® FPGA Hard IP core block diagram, showing
signi�cant blocks and connections.

It consists of synthesizable soft-logic and the hardened IP core block. Each F-Tile Ethernet
Intel® FPGA Hard IP core consists of a single Ethernet port, con�gurable for 10GE, 25GE, 40GE,
50GE, 100GE, 200GE, or 400GE data rate. The same implementation applies to all supported
data rate IP options.

Figure 17: F-Tile Ethernet Intel® FPGA Hard IP Block Diagram

Figure 18 shows the F-Tile Ethernet Intel FPGA Hard IP design example which include the
following components:

• F-Tile Ethernet Intel FPGA Hard IP : Generated IP core.

This project has received funding from the European Union’s Horizon Europe research and innovation programme under
grant agreement No 101093934
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Additionally, each F-Tile incorporates 24 Embedded Multi-Die Interconnect Bridges (EMIB) to
interface with the FPGA fabric. Each EMIB provides a maximum bandwidth of 32 Gbps, necessi-
tating two EMIBs for 58G operation and four EMIBs for 116G operation.

Furthermore, each F-Tile supports three types of hard IP for data transport: 400G Hard IP,
200G Hard IP, and PCIe Hard IP. The utilization of each Hard IP is subject to speci�c constraints
regarding the associated transceivers and EMIB resources.

Figure 15: Agilex 7 F-tiles architecture

Figure 16: FGT and FHT data rates

In our case, the architecture is constrained by the speci�c implementation of the chip pro-
vided by the iWave development kit, limiting the available options to the use of FHT transceivers
exclusively for the 200/400GbEprotocols. The only viable approach to leverage these FHT transceivers
for the targeted protocols is to implement a 400G Hard IP, which supports both 200GbE and
400GbE protocols.

For the RadioBlocks D4.3 prototype, the primary objective is to implement the 400G Hard

This project has received funding from the European Union’s Horizon Europe research and innovation programme under
grant agreement No 101093934

Data transport and correlation

FPGA 200/400 Gbps
RDMA implementation

16

Figure 10: RDMA packetiser assemble header block design

opcode sel_ctrl
write_�rst 0
write_only 0
write_middle 1
write_last 1
write_last_imm 2
write_only_imm 3

Table 3: sel_ctrl selection

• start_address

• nof_msg

• use_immediate

3.1.3 �eld_select_subset process
The �eld_select_subset is a new function in the common_�eld package to select a subset of a
vector that corresponds to a �eld array. This is useful in the RDMA packetiser to select the
necessary content for the four header variants as previously described in Table 2. The function
takes the t_common_�eld_arr that describes the desired �eld array, the t_common_�eld_arr of
the larger �eld array and the std_logic_vector that corresponds with the larger �eld array. The
function returns the std_logic_vector that corresponds to the desired common_�eld_arr.
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relator that receives and processes 1196 Gb/s of Ethernet packets, a 6–20-fold improvement
over previous-generation GPU correlators. This result shows that in general I/O is no longer the
GPU’s Achilles heel.

We explain the techniques and optimizations that are necessary to achieve this data rate.
We analyze the network, CPU, and GPU performance, show how to reduce the energy use, and
discuss the strengths and weaknesses of the DPDK approach.

Although this study is driven by the challenges from radio astronomy, the results apply to
(GPU) applications fromany domain that demands high data rates, especially in situationswhere
the use of RDMA is not possible.

This chapter is structured as follows. In Section 2.2, we provide some background infor-
mation on radio telescopes, GPU correlators, and DPDK. Section 2.3 describes several DPDK-
based implementations of a GPU correlator, for which we analyze the performance and energy
e�ciency in Section 2.4. Section 2.5 discusses advantages and disadvantages of the DPDK ap-
proach, and Section 2.6 concludes.

2.2 Background
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Figure 2: Data �ow from antennas to GPU correlator systems.

As a quick recap, in this section, we brie�y describe how data �ows in a radio telescope sys-
tem, up to the point that telescope data has been combined by the correlator. Figure 2 depicts
this data �ow between the antennas and the correlator. On the left, antenna signals are dig-
itized by Analog-to-Digital Converters (ADCs), controlled by FPGAs. The FPGAs also �lter and
packetize the data. The �lter separates the signals into disjoint frequency bands, that can each
be processed independently by the di�erent GPU correlator machines on the right.

As each digitizer FPGAholds the signals fromall frequency bands of one antenna, while aGPU
correlator node needs one frequency band of all antennas, the data transport from the FPGAs to
the GPU systems forms a left-to-right any-to-any pattern, which is known as the “corner turn”. In
other words: each FPGA sends packets to all GPU correlator systems, and each GPU correlator
system receives packets from all FPGAs. The corner turn is performed on the network switch in
the middle of the �gure, which is physically close to the GPU correlator systems.

Depending on the telescope, the FPGAs digitizers and theGPU correlator systemsmay be any
distance between a few meters and thousands of kilometers apart (the distance between the

This project has received funding from the European Union’s Horizon Europe research and innovation programme under
grant agreement No 101093934

Data transport and correlation

Data Plane Development Kit



5

relator that receives and processes 1196 Gb/s of Ethernet packets, a 6–20-fold improvement
over previous-generation GPU correlators. This result shows that in general I/O is no longer the
GPU’s Achilles heel.

We explain the techniques and optimizations that are necessary to achieve this data rate.
We analyze the network, CPU, and GPU performance, show how to reduce the energy use, and
discuss the strengths and weaknesses of the DPDK approach.

Although this study is driven by the challenges from radio astronomy, the results apply to
(GPU) applications fromany domain that demands high data rates, especially in situationswhere
the use of RDMA is not possible.

This chapter is structured as follows. In Section 2.2, we provide some background infor-
mation on radio telescopes, GPU correlators, and DPDK. Section 2.3 describes several DPDK-
based implementations of a GPU correlator, for which we analyze the performance and energy
e�ciency in Section 2.4. Section 2.5 discusses advantages and disadvantages of the DPDK ap-
proach, and Section 2.6 concludes.
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Figure 2: Data �ow from antennas to GPU correlator systems.

As a quick recap, in this section, we brie�y describe how data �ows in a radio telescope sys-
tem, up to the point that telescope data has been combined by the correlator. Figure 2 depicts
this data �ow between the antennas and the correlator. On the left, antenna signals are dig-
itized by Analog-to-Digital Converters (ADCs), controlled by FPGAs. The FPGAs also �lter and
packetize the data. The �lter separates the signals into disjoint frequency bands, that can each
be processed independently by the di�erent GPU correlator machines on the right.

As each digitizer FPGAholds the signals fromall frequency bands of one antenna, while aGPU
correlator node needs one frequency band of all antennas, the data transport from the FPGAs to
the GPU systems forms a left-to-right any-to-any pattern, which is known as the “corner turn”. In
other words: each FPGA sends packets to all GPU correlator systems, and each GPU correlator
system receives packets from all FPGAs. The corner turn is performed on the network switch in
the middle of the �gure, which is physically close to the GPU correlator systems.

Depending on the telescope, the FPGAs digitizers and theGPU correlator systemsmay be any
distance between a few meters and thousands of kilometers apart (the distance between the
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multi-GPU correlator systems operate independently of each other, since they each process a
di�erent frequency band, so multi-GPU scaling is trivial. The corner turn does not scale trivially,
and can impose high packet-switching requirements on the switch, but this is outside the scope
of this demonstration.

Themeasurements were performed on two QCT S74G-2U Grace Hopper systems with 96 GB
HBM3 and 480 GB LPDDR5 memory (one for the packet generator, the other one for the GPU
correlator), using a patched version of DPDK 24.03 (see Section 2.3) and linux kernel 6.5.0-
1024-nvidia-64k. For availability reasons, we use a mixture of 400 GbE and dual-port 200 GbE
ConnectX-7 NICs, for a total of 1200 Gb/s per system (in each direction). To simplify the soft-
ware, we split the 400 GbE NICs into two virtual 200 GbE NICs, so that the software does not
need to distinguish between di�erent link speeds. In practice, we saw that a single 400 GbE link
and two bundled 200 GbE links behaved similarly. Ssh connections are routed via a separate
USB-Ethernet dongle, to not interfere with the high-speed network interfaces. Unless stated
otherwise, 12 (out of 72 available) CPU cores are used to poll the NICs and insert the packets
in the circular bu�er. We simulate 72 antennas, a fairly typical amount of antennas for a radio
telescope.
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Figure 5: Achieved input network bandwidth (without packet loss).

We seek for the largest amount of data that aGraceHopper systemcould receive andprocess
in real time, without packet loss. Figure 5 shows the obtained network bandwidth, for each of
the three variants. The 2-copy variant runs up to 309 Gb/s without packet loss. The 1-copy
variant works best with 24 cores, and achieves a data rate of 670 Gb/s. The 2-copy and 1-copy
variants can actually process higher data rates, but start to drop packets then, something that
we wish to avoid. Only the 0-copy variant is able to process packets at 1.2 Tb/s. This means that
the application is still limited by network bandwidth, but this bandwidth is six times higher than
what was possible with previous-generation GPUs. And as we will see later, the GPU would not
be able to handle a much higher data rate, so the GPU compute power and I/O capabilities are
fairly in balance.

Figure 6 shows the actual CPU memory bandwidth use, which is a scarce resource for the 2-
copy and 1-copy variants. Unfortunately, the CPU memory bandwidth use cannot be measured
directly with the Grace CPU performance counters. The Grace Performance Tuning Guide [12]
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2 DPDK
2.1 Introduction
In this chapter we describe the design, considerations, implementation and demonstration of
the Data Plane Development Kit (DPDK), a software based approach to e�ciently receive high-
speed data transfers on a host system. The DPDK has been introduced before in [1].

For development and demonstration we use two Grace Hopper Superchip [2] systems. These
innovative systems do not only contain on of the most powerful GPUs to date, the traditional
PCIe link between CPU and GPU is replaced by NVLink, that provides seven times more band-
width than PCIe gen 5 (see Figure 1). This essentially eliminates the I/O bottleneck of discrete
GPUs. The �gure also shows four PCIe links (on the left), but in practice, Grace Hopper systems
have at most three PCIe slots available for network interfaces (NICs). Each slot can hold one
400 Gb/s Ethernet (GbE) NIC or a dual-port 200 GbE NIC, for a total of 1200 Gb/s of Ethernet
connectivity, six times more than a PCIe gen 4 GPU can handle.

Figure 1: Schematics of the Grace Hopper Superchip (source: NVIDIA).

However, faster hardware alone is not enough to achieve 1.2 Tb/s at the application level.
Such data rates cannot be handled by the Operating System (OS): the interrupt, context switch-
ing, and packet-copying overheads are prohibitive. And as we will show below, even the CPU
memory is too slow to act as a packet bu�er. We need techniques that bypass the OS, and
stream packet data directly from the NICs into GPU memory. Normally, one would use RDMA
techniques like GPUdirect [3] for this, but as the data comes from FPGAs, this option is not avail-
able. Alternatively the FPGA packet transfer mechanism can be adapted to support RDMA as
described in chapter 3. In this work instead, we use the Data Plane Development Kit (DPDK) [4]
to receive and handle network packets without OS overhead, and we use a recent DPDK addi-
tion, called GPUdev [5], that allows Ethernet packets to be processed directly by the GPU. This
also proved to be an essential technique to achieve high data rates.

Through a combination of software and hardware innovations, we demonstrate a GPU cor-
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relator that receives and processes 1196 Gb/s of Ethernet packets, a 6–20-fold improvement
over previous-generation GPU correlators. This result shows that in general I/O is no longer the
GPU’s Achilles heel.

We explain the techniques and optimizations that are necessary to achieve this data rate.
We analyze the network, CPU, and GPU performance, show how to reduce the energy use, and
discuss the strengths and weaknesses of the DPDK approach.

Although this study is driven by the challenges from radio astronomy, the results apply to
(GPU) applications fromany domain that demands high data rates, especially in situationswhere
the use of RDMA is not possible.

This chapter is structured as follows. In Section 2.2, we provide some background infor-
mation on radio telescopes, GPU correlators, and DPDK. Section 2.3 describes several DPDK-
based implementations of a GPU correlator, for which we analyze the performance and energy
e�ciency in Section 2.4. Section 2.5 discusses advantages and disadvantages of the DPDK ap-
proach, and Section 2.6 concludes.

2.2 Background
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Figure 2: Data �ow from antennas to GPU correlator systems.

As a quick recap, in this section, we brie�y describe how data �ows in a radio telescope sys-
tem, up to the point that telescope data has been combined by the correlator. Figure 2 depicts
this data �ow between the antennas and the correlator. On the left, antenna signals are dig-
itized by Analog-to-Digital Converters (ADCs), controlled by FPGAs. The FPGAs also �lter and
packetize the data. The �lter separates the signals into disjoint frequency bands, that can each
be processed independently by the di�erent GPU correlator machines on the right.

As each digitizer FPGAholds the signals fromall frequency bands of one antenna, while aGPU
correlator node needs one frequency band of all antennas, the data transport from the FPGAs to
the GPU systems forms a left-to-right any-to-any pattern, which is known as the “corner turn”. In
other words: each FPGA sends packets to all GPU correlator systems, and each GPU correlator
system receives packets from all FPGAs. The corner turn is performed on the network switch in
the middle of the �gure, which is physically close to the GPU correlator systems.

Depending on the telescope, the FPGAs digitizers and theGPU correlator systemsmay be any
distance between a few meters and thousands of kilometers apart (the distance between the
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multi-GPU correlator systems operate independently of each other, since they each process a
di�erent frequency band, so multi-GPU scaling is trivial. The corner turn does not scale trivially,
and can impose high packet-switching requirements on the switch, but this is outside the scope
of this demonstration.

Themeasurements were performed on two QCT S74G-2U Grace Hopper systems with 96 GB
HBM3 and 480 GB LPDDR5 memory (one for the packet generator, the other one for the GPU
correlator), using a patched version of DPDK 24.03 (see Section 2.3) and linux kernel 6.5.0-
1024-nvidia-64k. For availability reasons, we use a mixture of 400 GbE and dual-port 200 GbE
ConnectX-7 NICs, for a total of 1200 Gb/s per system (in each direction). To simplify the soft-
ware, we split the 400 GbE NICs into two virtual 200 GbE NICs, so that the software does not
need to distinguish between di�erent link speeds. In practice, we saw that a single 400 GbE link
and two bundled 200 GbE links behaved similarly. Ssh connections are routed via a separate
USB-Ethernet dongle, to not interfere with the high-speed network interfaces. Unless stated
otherwise, 12 (out of 72 available) CPU cores are used to poll the NICs and insert the packets
in the circular bu�er. We simulate 72 antennas, a fairly typical amount of antennas for a radio
telescope.
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Figure 5: Achieved input network bandwidth (without packet loss).

We seek for the largest amount of data that aGraceHopper systemcould receive andprocess
in real time, without packet loss. Figure 5 shows the obtained network bandwidth, for each of
the three variants. The 2-copy variant runs up to 309 Gb/s without packet loss. The 1-copy
variant works best with 24 cores, and achieves a data rate of 670 Gb/s. The 2-copy and 1-copy
variants can actually process higher data rates, but start to drop packets then, something that
we wish to avoid. Only the 0-copy variant is able to process packets at 1.2 Tb/s. This means that
the application is still limited by network bandwidth, but this bandwidth is six times higher than
what was possible with previous-generation GPUs. And as we will see later, the GPU would not
be able to handle a much higher data rate, so the GPU compute power and I/O capabilities are
fairly in balance.

Figure 6 shows the actual CPU memory bandwidth use, which is a scarce resource for the 2-
copy and 1-copy variants. Unfortunately, the CPU memory bandwidth use cannot be measured
directly with the Grace CPU performance counters. The Grace Performance Tuning Guide [12]
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relator that receives and processes 1196 Gb/s of Ethernet packets, a 6–20-fold improvement
over previous-generation GPU correlators. This result shows that in general I/O is no longer the
GPU’s Achilles heel.

We explain the techniques and optimizations that are necessary to achieve this data rate.
We analyze the network, CPU, and GPU performance, show how to reduce the energy use, and
discuss the strengths and weaknesses of the DPDK approach.

Although this study is driven by the challenges from radio astronomy, the results apply to
(GPU) applications fromany domain that demands high data rates, especially in situationswhere
the use of RDMA is not possible.

This chapter is structured as follows. In Section 2.2, we provide some background infor-
mation on radio telescopes, GPU correlators, and DPDK. Section 2.3 describes several DPDK-
based implementations of a GPU correlator, for which we analyze the performance and energy
e�ciency in Section 2.4. Section 2.5 discusses advantages and disadvantages of the DPDK ap-
proach, and Section 2.6 concludes.

2.2 Background
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Figure 2: Data �ow from antennas to GPU correlator systems.

As a quick recap, in this section, we brie�y describe how data �ows in a radio telescope sys-
tem, up to the point that telescope data has been combined by the correlator. Figure 2 depicts
this data �ow between the antennas and the correlator. On the left, antenna signals are dig-
itized by Analog-to-Digital Converters (ADCs), controlled by FPGAs. The FPGAs also �lter and
packetize the data. The �lter separates the signals into disjoint frequency bands, that can each
be processed independently by the di�erent GPU correlator machines on the right.

As each digitizer FPGAholds the signals fromall frequency bands of one antenna, while aGPU
correlator node needs one frequency band of all antennas, the data transport from the FPGAs to
the GPU systems forms a left-to-right any-to-any pattern, which is known as the “corner turn”. In
other words: each FPGA sends packets to all GPU correlator systems, and each GPU correlator
system receives packets from all FPGAs. The corner turn is performed on the network switch in
the middle of the �gure, which is physically close to the GPU correlator systems.

Depending on the telescope, the FPGAs digitizers and theGPU correlator systemsmay be any
distance between a few meters and thousands of kilometers apart (the distance between the
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multi-GPU correlator systems operate independently of each other, since they each process a
di�erent frequency band, so multi-GPU scaling is trivial. The corner turn does not scale trivially,
and can impose high packet-switching requirements on the switch, but this is outside the scope
of this demonstration.

Themeasurements were performed on two QCT S74G-2U Grace Hopper systems with 96 GB
HBM3 and 480 GB LPDDR5 memory (one for the packet generator, the other one for the GPU
correlator), using a patched version of DPDK 24.03 (see Section 2.3) and linux kernel 6.5.0-
1024-nvidia-64k. For availability reasons, we use a mixture of 400 GbE and dual-port 200 GbE
ConnectX-7 NICs, for a total of 1200 Gb/s per system (in each direction). To simplify the soft-
ware, we split the 400 GbE NICs into two virtual 200 GbE NICs, so that the software does not
need to distinguish between di�erent link speeds. In practice, we saw that a single 400 GbE link
and two bundled 200 GbE links behaved similarly. Ssh connections are routed via a separate
USB-Ethernet dongle, to not interfere with the high-speed network interfaces. Unless stated
otherwise, 12 (out of 72 available) CPU cores are used to poll the NICs and insert the packets
in the circular bu�er. We simulate 72 antennas, a fairly typical amount of antennas for a radio
telescope.
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Figure 5: Achieved input network bandwidth (without packet loss).

We seek for the largest amount of data that aGraceHopper systemcould receive andprocess
in real time, without packet loss. Figure 5 shows the obtained network bandwidth, for each of
the three variants. The 2-copy variant runs up to 309 Gb/s without packet loss. The 1-copy
variant works best with 24 cores, and achieves a data rate of 670 Gb/s. The 2-copy and 1-copy
variants can actually process higher data rates, but start to drop packets then, something that
we wish to avoid. Only the 0-copy variant is able to process packets at 1.2 Tb/s. This means that
the application is still limited by network bandwidth, but this bandwidth is six times higher than
what was possible with previous-generation GPUs. And as we will see later, the GPU would not
be able to handle a much higher data rate, so the GPU compute power and I/O capabilities are
fairly in balance.

Figure 6 shows the actual CPU memory bandwidth use, which is a scarce resource for the 2-
copy and 1-copy variants. Unfortunately, the CPU memory bandwidth use cannot be measured
directly with the Grace CPU performance counters. The Grace Performance Tuning Guide [12]

This project has received funding from the European Union’s Horizon Europe research and innovation programme under
grant agreement No 101093934

DPDK w/ GPUdev
(DPDK packetbuffer in GPU mem)
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multi-GPU correlator systems operate independently of each other, since they each process a
di�erent frequency band, so multi-GPU scaling is trivial. The corner turn does not scale trivially,
and can impose high packet-switching requirements on the switch, but this is outside the scope
of this demonstration.

Themeasurements were performed on two QCT S74G-2U Grace Hopper systems with 96 GB
HBM3 and 480 GB LPDDR5 memory (one for the packet generator, the other one for the GPU
correlator), using a patched version of DPDK 24.03 (see Section 2.3) and linux kernel 6.5.0-
1024-nvidia-64k. For availability reasons, we use a mixture of 400 GbE and dual-port 200 GbE
ConnectX-7 NICs, for a total of 1200 Gb/s per system (in each direction). To simplify the soft-
ware, we split the 400 GbE NICs into two virtual 200 GbE NICs, so that the software does not
need to distinguish between di�erent link speeds. In practice, we saw that a single 400 GbE link
and two bundled 200 GbE links behaved similarly. Ssh connections are routed via a separate
USB-Ethernet dongle, to not interfere with the high-speed network interfaces. Unless stated
otherwise, 12 (out of 72 available) CPU cores are used to poll the NICs and insert the packets
in the circular bu�er. We simulate 72 antennas, a fairly typical amount of antennas for a radio
telescope.
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Figure 5: Achieved input network bandwidth (without packet loss).

We seek for the largest amount of data that aGraceHopper systemcould receive andprocess
in real time, without packet loss. Figure 5 shows the obtained network bandwidth, for each of
the three variants. The 2-copy variant runs up to 309 Gb/s without packet loss. The 1-copy
variant works best with 24 cores, and achieves a data rate of 670 Gb/s. The 2-copy and 1-copy
variants can actually process higher data rates, but start to drop packets then, something that
we wish to avoid. Only the 0-copy variant is able to process packets at 1.2 Tb/s. This means that
the application is still limited by network bandwidth, but this bandwidth is six times higher than
what was possible with previous-generation GPUs. And as we will see later, the GPU would not
be able to handle a much higher data rate, so the GPU compute power and I/O capabilities are
fairly in balance.

Figure 6 shows the actual CPU memory bandwidth use, which is a scarce resource for the 2-
copy and 1-copy variants. Unfortunately, the CPU memory bandwidth use cannot be measured
directly with the Grace CPU performance counters. The Grace Performance Tuning Guide [12]

This project has received funding from the European Union’s Horizon Europe research and innovation programme under
grant agreement No 101093934

That ...is 1 Tbps!
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Fig. 7: GPU performance and energy efficiency. On the left: the time spent in the
different kernels, as a function of clock frequency (note that the DPDK packet
handling is in fact part of the filter kernel, but its execution time is shown
separately). On the right: the power use.

polling the NICs to check if new packets have arrived. When using only 6 CPU
cores to handle the incoming packets, there is hardly any room to reduce the clock
frequency without packet loss. However, if we increase the number of polling
cores to 12, we can decrease the clock frequency all the way down to 1.8 GHz,
without observing packet loss. This way, we can decrease the CPU power from
119 Watts (with 6 fast-running cores) to 69 Watts (with 12 slow-running cores).
We see no additional benefit from increasing the number of polling cores to 18,
because the clock speed cannot be reduced any further without packet loss.

5 Discussion

So far, we learned that the DPDK approach, and in particular its recent support
to receive packet payloads in GPU memory, yield extremely high data rates
on streaming data, and good application performance. However, there are some
drawbacks to this approach. First, the DPDK model provides no method to
control where packet payloads are received in GPU memory. As a result, the GPU
spends 22%–27% of the time collecting the input data from the scattered packet
payloads: looking up an input sample requires an extra pointer indirection, and
GPUs have no huge page support to reduce the amount of TLB misses.

Second, splitting packets increases DPDK’s internal CPU overhead, because
the header and payload buffers are allocated and deallocated from separately
managed memory pools. We tried receiving the full packet (header and payload)
in GPU memory. As, in this case, the relevant metadata (timestamp, antenna
number) are in GPU memory, either the CPU needs to retrieve this data from
GPU memory so that it can place the packet in the circular buffer, or the GPU
itself should fully handle the packet and maintain the circular buffer itself. Unfor-
tunately, for the former approach, the DPDK toolkit refused to register unified

Data transport and correlation
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Data transport and correlation

30

Optimizing for energy e8ciency

• clock frequency tuning

– faster � energy e8cient

1.98 1.68 1.38 1.08
GPU clock frequency

0

100

200

300

400

500

p
e

rf
o

rm
a

n
c
e

 (
te

ra
o

p
s/

s)

1.98 1.68 1.38 1.08
GPU clock frequency

0

200

400

600

G
P

U
 p

o
w

e
r 

(W
a

tt
)

1.98 1.68 1.38 1.08
GPU clock frequency

0.0

0.5

1.0

e
n

e
rg

y
 e

/
c
ie

n
c
y

 (
te

ra
o

p
s/

jo
u

le
) 

  
  

 



New science in Radio Astronomy: applying cutting-edge technology to enhance the entire data chain, from receiver to final output Grant number: 101093934

RADIOBLOCKS goals
• Building blocks suitable for multiple facilities 

• Joint effort to solve common problems 

• Enabling new scientific discoveries in mid- and long-term 
• Increased sensitivity 
• Increased bandwidth 
• Increased Field-of-View 

• Keeping EU at the front in radio technology developments

✓
Increased DATA PROCESSING!

✓✓
✓
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Data processing tool kit
Modular, open-source and flexible components to process interferometry data



More instrument output
+ more (faster) calibration
+ more (smarter) imaging  
+ modern (smarter) analysis
= better science!



Handling more instrument output



prototype fringefit graph
(instrumental + ionospheric corrections)

Algorithms ported to Dask

Singular Spectrum Analysis
(RFI mitigation)

Data processing



Dask vs MPI

Data processing

Lower is better



Dask vs MPI

Data processing

Dask not faster per-se

Lower is better



Dask vs MPI

Data processing

Once ported, Dask can be flexibly 

scaled  

to achieve higher performance 

on the available hardware

Lower is better



Dask vs MPI

Data processing

Lower is better

Dask can not meet MPI performance? Under investigation!

Best Dask performance

MPI w/wo NVIDIA (de)compression lib



Computational hotspots

Data processing

CPU-refactor of direct predict

Lower is bettersuccesive improved versions

succesive improved versions



Synthetic data for instrument(s)

Data processing

- test calibration algorithms  
(inject controlled error, propagation)

- forward modelling



More modern VLBI calibration

Data processing

Bayesian inference on VLBI data
- fitting 200 free parameters  

(powered by GH200 RADIOBLOCKS cluster!)

Inference on VLBI data 
gives for the first time qualitative  
gains w/ uncertainty measure 



More inference! (EHT tools into cm-𝝀)

Data processing

Apply Themis  
EHT modelling s/w to cm-VLBI observations (VLBA)



More inference! (EHT tools into cm-𝝀) 

Data processing

EHT-analysis s/w used for a-posteriori astrometric PDF!
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EHT dynamic imaging into cm-𝝀

Data processing

Applying  

EHT dynamic imaging algorithm  

to 

simulated EVN data!
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Signal Matrix
(many receivers × time samples)
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t₀ t₁ t₂ t₃
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[n × 4]
n = number of receivers (large)

LOFAR SKA-LOW

really large N
(104-105)

high data rate
  (~109, > 2 bits/sample)



Signal Matrix
(receivers × many time samples)
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[4 × m]
m = number of time samples (high data rate)

NOEMA ALMA

really high data rate
(1011-1012 bps)

EVNYs/SRT/Ef

moderate N (~101)



Signal Matrix
(receivers × many time samples)
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[4 × m]
m = number of time samples (high data rate)

Signal Matrix
(many receivers × time samples)
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Rₙ₋₂

Rₙ₋₁

Rₙ

t₀ t₁ t₂ t₃
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[n × 4]
n = number of receivers (large)

SKA-MID

large-ish N (102)
large-ish data rate (1010)

PAFs
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